Big Data Plant Phenomics

Emmanuel Gonzalez and Travis Simmons



Emerging technologies produce a lot of data




INncreasing data volumes necessitate scalable
frameworks
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General-use frameworks for generalizability
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General-use frameworks for generalizability
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Focus on reproducible science

-

FROM ubuntu:18.04

\ FROM ubuntu:18.04 |

FROM ubuntu:18.04 |

FROM ubuntu:18.04 |

FROM ubuntu:18.04

WORKDIR /opt

o o o Computational tools

USER root

ARG DEBIAN_FRONTEND=noninteractive
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Post-processing —|
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Segmentation
RN pips tnstall cython

Plant C||p |y RUN pip3 install --upgrade cython 5 i

— RUN pip3 install pyproj==1.9.6

Docker containers provide
extensibility and
reproducibility

wget \

gdal-bin \
libgdal-dev \
libspatialindex-dev \
build-essential \

software-properties-common \

apt-utils \
1ibsms \
libxext6 \
libxrender-dev \

Singularity enables
distributed processing on
high performance
computer (HPC) clusters

1ibgli-mesa-dev

L—

RUN add-apt-repository ppa:ubuntugis/ubuntugis-unstable
RUN apt-get update --fix-missing
RUN apt-get install -y --fix-missing libgdal-dev

NNV

RUN pip3 install numpy==1.19.1
RUN pip3 install opencv-python==3.4.2.16

I RUN pip3 install opencv-contrib-python==3.4.2.16
RUN pip3 install open3d==0.11.2

ENTRYPOINT [ “/usr/bin/python3”, "/opt/main.py" ]
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Leveraging distributed processing
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Plant clip Plant height 3D

Plant volume

Total processing time (minutes)

32 64
Number of available workers




Processing a whole lot of data

e The world’s biggest scanalyzer
e Datavolume
o Max capacity of 10 TB/day

o Typical performance of 1.5 TB/day |ilG_G_- — |

NDVI/PRI

.

Thermal Fluorescence 3D Hyperspectral
~5.5GB ~80GB ~300GB ~600GB




Data transfer

IRODS

& CYVERSE

DataStore

o Collect data e Compression e Storage (raw - Brocessiig
e Checksums + processed)



How much time would it take to process* a
single season worth of RGB data (50TB) on a
4-core, regular lab computer?

* From raw data to a
qguantifiable phenotype



How much time would it take to process* a
single season worth of RGB data (50TB) on a
4-core, regular lab computer?

55 years!

*From raw data to
quantifiable phenotypes



framework

Data is transferred to main node
through iRODS

Main node distributes work to
worker nodes

Processed data is sent back to
main node

Data is compressed and sent back
to CyVerse DS

PhytoOracle's
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How much time would it take PhytoOracle to
process* a single season worth of RGB data
(50TB)?

*From raw data to
quantifiable phenotypes



How much time would it take PhytoOracle to
process* a single season worth of RGB data
(50TB)?

Only 6 days!

*From raw data to
quantifiable phenotypes



