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Emerging technologies produce a lot of data

Robots DronesCarts Phones

(Wall Street Journal, LemnaTec) (USDA) (DJI) (IITA)



Increasing data volumes necessitate scalable 
frameworks

21.5 TB 39.3 TB
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General-use frameworks for generalizability
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General-use frameworks for generalizability

ThermalRGB
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K-means
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RGB - Field Scanalyzer

Thermal - Field Scanalyzer

RGB - Drone



Focus on reproducible science

Computational tools

Docker containers provide 
extensibility and 
reproducibility

Singularity enables 
distributed processing on 

high performance 
computer (HPC) clusters
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Output

Leveraging distributed processing
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Processing a whole lot of data

RGB
~550GB

Thermal
~5.5GB

Fluorescence
~80GB

3D
~300GB

Hyperspectral
~600GB

● The world’s biggest scanalyzer

● Data volume 

○ Max capacity of 10 TB/day

○ Typical performance of 1.5 TB/day



Data transfer 

DataStore

Cache Server

● Compression
● Checksums

● Collect data
● Storage (raw 

+ processed)

UA HPC

● Processing



How much time would it take to process* a 
single season worth of RGB data (50TB) on a 

4-core, regular lab computer?

* From raw data to a 
quantifiable phenotype



How much time would it take to process* a 
single season worth of RGB data (50TB) on a 

4-core, regular lab computer?

55 years!

* From raw data to 
quantifiable phenotypes
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A. Data is transferred to main node 
through iRODS

B. Main node distributes work to 
worker nodes

C. Processed data is sent back to 
main node

D. Data is compressed and sent back 
to CyVerse DS

PhytoOracle’s 
framework



How much time would it take PhytoOracle to 
process* a single season worth of RGB data 

(50TB)?

* From raw data to 
quantifiable phenotypes



How much time would it take PhytoOracle to 
process* a single season worth of RGB data 

(50TB)?

Only 6 days!

* From raw data to 
quantifiable phenotypes


